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calculations in industrial apparatus scale, calculations 

use from 106 to 107 grids. The world-class record in 

2020 used approximately an order of 1012 grids. Com-

puters are being advanced rapidly today, and even 

greater performance is expected in the future. Howev-

er, it will require a considerable amount of time and fi-

nancial resources to become able to perform practical 

computations on an environmental scale (as large as ki-

lometers). Therefore, commercial CFD software pack-

ages are thought to be impractical in many environ-

mental simulation fields, in which models processed 

with statistical averages are usually used. Software 

packages such as TRACE2), ALOHA3), and METI-LIS4) 

use diffusion models with coefficients that are adjusted 

for turbulent diffusion properties, which enables them 

to calculate fast. Because of this, they are used for risk 

screening. However, because processes using statisti-

cal means lose multidimensional geographical features 

and detailed input data, discussions on model verifica-

tion will always be required.

The purpose of this paper is to provide some compu-

tational methods that overcome the computing load 

Introduction

In order to help establish a sustainable society, Sumi-

tomo Chemical Co., Ltd. is making more strenuous ef-

forts to promote the preservation of atmospheric and 

aquatic environments. To solve environmental issues, 

various specific innovations have to be propelled in ac-

cordance with the SBTs (science based targets)1).

Numerical simulation can be a powerful tool to evalu-

ate environments. One of the most precise tools is CFD 

(computational fluid dynamics), which is a three-di-

mensional simulation method that provides quantitative 

evaluation taking into account complicated conditions 

such as geographical features, fluid discharge condi-

tions, and multidimensional environmental fields. 

Meanwhile, one of the major issues is computer re-

sources. Applying CFD is the mainstream method to 

solving discrete par tial dif ferential equations in 

three-dimensional spaces divided into computational 

grids or particles (elements which a space is broken 

down into). Therefore, the computational load strongly 

depends on the number of  grids or cells.  For 
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The following two numerical methods were developed in order to provide several computational methods that 
overcome the computing load issues of three-dimensional simulations based on fluid dynamics:
(1) a method incorporating bent channel shapes in structured grids (improved cut-cell method)
(2) a stable method for solving flows using a high aspect ratio grid

In the first method, we attempted to improve the cut-cell method for boundary layer computation near 
industrially important walls. The improvement demonstrated that the cavity flow and the flow around obstacles 
can be calculated accurately. In the second method, we confirmed that the same flow field can be calculated even 
when the aspect ratio of the computational grid is increased from 1 to 100, and we simulated the temperature and 
flow of a large-scale ocean area.

This paper is translated from R&D Report, “SUMITOMO KAGAKU”, vol. 2021.
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issues of commercially available general CFD software 

packages. Specifically, the following two methods are 

provided:

(1) a method incorporating bent channel shapes in 

structured grids (improved cut-cell method); and

(2) a stable method for solving flows using a high as-

pect ratio grid.

Conventional flow simulation methods

Since 1913 when Prof. Richardson proposed the con-

cept of numerical computation5), CFD has been one of 

the challenging issues in computer simulation for 

more than one hundred years. Higher computing 

speed and precision, in particular, are important fac-

tors to be pursued. R&D efforts are continued today 

for overcoming these targets. First, many types of flu-

ids are now calculated approximately as incompress-

ible matter. This approximation assumes that density 

does not depend on pressure. Textbooks, handbooks, 

and software manuals describe that incompressible ap-

proximation can be allowed when the Mach number, 

M, is 0.3 or less. High-speed railways such as bullet 

trains are within this range, and many types of fluid 

simulations are conducted under incompressible ap-

proximation. However, it is not clearly explained why 

the criterion is 0.3. Part of Kajishima’s lecture6) is re-

vised here to describe the grounds for this criterion. 

Assuming the use of an ideal gas, the following formu-

lae will be obtained by applying the conservation of ki-

netic energy (Bernoulli equation) and the equation of 

state to a field of no velocity and a field of a flow with a 

velocity of v.

Here, p0 represents the stagnation pressure, p, the flow 

pressure, ρ, the flow density, ρ0, the stagnation density, 

R, the gas constant, T, the temperature, and a, the 

speed of sound. Assuming this is air at room tempera-

ture, the following equation is obtained after rearrang-

ing eqs. (1) to (4) in which a ≈ 340 m/s, R ≈ 286.7 J/

(kg ·K), and T ≈ 300K.

1 (1)p0 = p +

(2)p0 = ρ0RT

(3)

v = aM (4)

p = ρRT

ρv2
2

When M = 0.3, eq. (5) gives ρ0/ρ ≈ 1.06. This means 

that since the maximum change in density is approxi-

mately 6% at M = 0.3, the density can be approximated 

as constant. Incidentally, M = 1, which gives ρ0/ρ ≈ 1.67, 

does not allow for approximation of constant density. In 

chemical plants, changes in temperature and chemical 

reactions often have impacts on densities. In this case, 

there is a concern if the method of incompressibility 

approximation, which provides efficient computation, 

can be used. However, this issue has been overcome 

by past studies7), 8). For details, refer to the author’s 

work.

The following Navier-Stokes equation is a basic equa-

tion for incompressible fluids.

Here, v represents the velocity vector, t, the time, and 

τ, the stress tensor. The left side of the above equation 

expresses the change in velocity and the right side ex-

presses the force taken into account. This can be inter-

preted as an equation of motion for a continuum sys-

tem. Although the three-dimensional field with respect 

to v can be obtained from this equation, it has yet to be 

mathematically proven if a smooth solution exists. This 

is because it is an equation with properties of both hy-

perbolic and elliptic partial differential equations. In or-

der to obtain a numerical approximate solution in the 

CFD, the Helmholtz-Hodge orthogonal decomposition 

theorem9) is used. In other words, finding the appropri-

ate orthogonal projection operators to separate vector 

fields, and then processing the equation by a two-step 

approach. For example, the fractional step method10), 

the MAC method11), the SMAC method12), and the 

SIMPLE method13) have been developed.

Improvement of the cut-cell method

In the early stages of CFD research (until the 1960s), 

flow motions were calculated using regular grids or 

particles. Regularly arranged grids are called struc-

tured grids. After that, Steger et al. proposed the calcu-

lation of deformation grids based on coordinate trans-

formation in 1978, and then in 1980s, finite element 

methods and finite volume methods were developed 

for unstructured grids. Because many industrial devic-

es have complex shapes, unstructured grids, which are 

ρ0 (5) = 1 + 0.672M2
ρ

(6)∂v
∂t

ρ + v · ∇v = −∇p + ∇τ
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geometrically flexible, became popular as a universal 

method. Today, many commercial software packages, 

such as ANSYS Fluent14) and Siemens Star-ccm+15), 

adopt unstructured grids. However, irregular arrange-

ment of unstructured grids is likely to increase the 

computation time for data referencing and cause prob-

lems with spatial accuracy. For this reason, in the 21st 

century, there is a movement16) to reexamine using 

structured grids as a method that can use and refer to 

the cache memory and main memory efficiently, and to 

easily increase spatial accuracy.

Fig. 1 shows some boundary representations using 

orthogonal structured grids. Method (a) is simple, but 

it cannot represent solid surfaces smoothly. Method 

(b) mitigates the problem of (a) by taking into consid-

eration the occupied volume fraction of fluids or solids. 

However, it requires ingenuity to calculate the stress 

caused by the walls, and guaranteeing the rule of mass 

conservation may render the algorithm complex. In 

that respect, method (c), the cut-cell method, has ad-

vantages in that it can guarantee mass conservation 

and can easily simplify the algorithm. For this reason, 

we are focusing on the cut-cell method. The idea of cut-

cell method itself has been pioneered by Clarke et al. 

(1986)17), Tucker and Pan (2000)18), and Ingram et al. 

(2003)19).

In Fig. 2, existing cut-cell methods are categorized 

into three types. Method (a) is not substantially differ-

ent from unstructured grids, and cannot exhibit the ad-

vantages of structured grids. Methods (b) and (c) ar-

range vir tual points in the normal direction of 

boundaries to calculate velocities so that they may satis-

fy the boundary conditions. These methods place im-

portance on the discussion for controlling flux along the 

boundary shape and they have not overcome the diffi-

culty in dealing with wall friction. In other words, there 

remain challenging issues in the computation of bound-

ary layers near industrially important walls. For this 

reason, we attempted to improve the cut-cell method20).

We replace equation (6) with the following integral 

type over range Ω.

Here, V represents the volume of the domain and A 

represents the area that encloses the domain. In the 

cut-cell method, we discuss how to deal with the sec-

ond term of the left side of eq. (7). Here, the discus-

sion is narrowed down to the accurate numerical 

handling of τ. For simplicity, the following explains a 

two-dimensional case. Parameter τ consists of the 

following four components:

(7)∫
Ω
ρ (ρvv + p − τ) · ndA = 0∂v
∂t

dV + ∮
∂Ω

Fig. 1 Description of boundaries in the Cartesian grid20)

(a) Cartesian grid (b) Volume of fluid method (c) Cut-cell method

Fig. 2 Existing cut-cell methods20)

(a) Grid recreation (b) Ghost cell (c) Velocity interpolation
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Let us consider an example in which the walls have im-

pacts on τyx. We define a grid corresponding to i and j 

in the x and y directions, respectively, and then describe 

τyx on the upper right in Fig. 3 as τyx(i +1/2, j + 1/2). 

Fig. 3 assumes that the rectangular grid at (i, j ) in-

cludes wall surfaces and the wall is in contact with (i, j 

– 1/2). Let βx represent the ratio of fluid at the right 

part of this grid. The geometrical relationship gives the 

following interpolation equations:

Given the friction τW on the wall, τ in the grid is ob-

tained from eqs. (9) and (10), and then eq. (8) can be 

numerically calculated. The modelling of τW is one of 

the issues actively discussed in the CFD research 

(8)τxx

τyx

τxy

τyy
τ =

(10)

(9)

τyx

=

i + , j −
2
1

2
1

τw/cosθ + τyx1 − βx i + , j
2
1

βx i + , j
2
1

i + , j +
2
1

2
1

θ =    t an−1 − βx  βx i − , j
2
1 i + , j 

2
1

community. For example, the calculation of LES (large 

eddy simulation), which is one of the turbulence mod-

els, requires a large spatial resolution near walls to im-

prove the accuracy, which in turn increases the number 

of grids. Meanwhile, the appropriate modelling of τW 

can suppress the increase in computing load. Balaku-

mar et al. (2014)21), Iyer and Malik (2016)22), Park and 

Moin (2016)23), and Berger and Aftosmis (2018)24) con-

ducted WMLES (wall-modeled large eddy simulations) 

that combine τW modelling and LES, and verified that 

this combination is technically effective. However, Iyer 

and Malik’s computation (2016) took about 11 days 

with 11 million grids and 320 parallel cores. The devel-

opment of τW modelling was also advanced by Claft et 

al. (2002)25), Suga (2010)26), and Allmaras et al. 

(2012)27).

The newly developed method is known as the im-

proved cut-cell method. Some computation examples 

by using the method are shown below:

(1) Two-dimensional inclined cavity flow

Fig. 4 shows an example of computing the flow in-

side a rectangular space inclined at 30 degrees with 

one moving wall. This is a popular simulation conduct-

ed by Ghia et al. (1982)28) and often referred to as a 

benchmark for flow computation. The moving wall 

gives frictional force τW to the fluid to induce a circulat-

ing flow inside the space. Fig. 4(b) shows the compari-

son results. The horizontal axis represents the flow ve-

locity along the moving wall, and the vertical axis 

represents the computation position. Even though the 

wall is inclined at 30 degrees, these two simulation re-

sults are closely matched, demonstrating that our pro-

posed method is effective.

Fig. 3 τ at grid (i, j)20)

τyx 

τw

i + , j +
2
1

2
1

τyx i + , j −
2
1

2
1

βx i + , j
2
1βx i − , j

2
1

Fig. 4 Two-dimensional cavity flow with moving wall20)

(a) Calculation domain (b) Comparison of velocity profiles
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Stable method for solving flows using high 
aspect ratio grids

In order to understand the environments of rivers, 

lakes, and oceans, water flow surveys are especially im-

portant. Since the 1980s, many flow simulations have 

been conducted (such as Blumberg and Mellor 

(1987)33), Mellor (1996)34), Hosoyamada et al. (1997)35), 

and Horiguchi et al. (2006)36)). From the viewpoint of 

practical use, CFD has the following two problems:

(1) In many cases, the vertical length scale is smaller 

than the horizontal one (e.g., by an order of 1/1000 

to 1/10)

(2) The large impact of free surfaces

Due to problem (1), in particular, many simulations 

use hydrostatic pressure and shallow water flow ap-

proximations. In other words, several layers of horizon-

tal two-dimensional domains are stacked in the vertical 

(2) Flow around an object

Fig. 5 shows the computation results of flow around 

a three-dimensional cylinder. Fig. 5(a) shows the flow 

velocity distribution at a cylinder Reynolds number 

(Re) of 100. This shows a Kármán vortex is generated 

at the downstream side of the cylinder. Fig. 5(b) com-

pares the time-averaged values of the drag coefficient 

(CD) exerted on the cylinder. Our results match well 

with the data of Zdravkovich (1997)29) and Rajani 

(2009)30) for Re dependency of the mean CD.

Fig. 6 shows the simulation of a turbulent flow over a 

wall-mounted hump. This is a comparative verification 

problem of turbulent models under the initiative of 

NASA (National Aeronautics and Space Administration, 

USA)31). Greenblatt et al. (2006)32) performed experi-

ments using this shape, and our data matched well for 

the t ime-averaged value of  main f low velocity 

distribution.

Fig. 5 Three-dimensional flow around a cylinder 20)

(a) Velocity profile (Re =100) (b) Variation of mean CD
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Fig. 6 Turbulent flow over wall-mounted hump 20)
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direction in this approach, and completely coupled 

three-dimensional computations are not conducted. In 

order to overcome this issue, it is necessary to recon-

sider the method that handles the Navier-Stokes equa-

tion (6) numerically using high aspect ratio grids. For 

this reason, we reexamined the orthogonal decomposi-

tion theorem. The grid used for numerical computation 

refers to spatial widths that can decompose the field. In 

other words, a high aspect ratio means that this grid 

has different capture widths corresponding to different 

coordinate axes. Therefore, we decompose the vector 

field as follows.

(11)v = ̄v + v'

Here, “ ˉ ” denotes the longer size, and “ ' ” denotes the 

shorter size. Fig. 7 shows conceptual images of the 

Helmholtz-Hodge orthogonal decomposition theorem. 

In obtaining the velocity field v(t + Δt) at the point when 

Δt has passed after a time t, v travels via predictor ṽ 

according to the orthogonal decomposition theorem. 

Various types of operators (projection operators) to 

obtain ṽ have been proposed. In (b), the dimension to 

be projected is increased by one according to the size. 

In other words, the projection operator is further de-

composed in accordance with the long and short sizes. 

For details on the decomposed formulae, refer to the 

author’s works37), 38).

Another numerical solution similar to this is the 

Fig. 8 Comparison of flow profiles38)

Region A

(c) Magnification of region A (d) Reference of Hayashi et al. (2007)

(a) Inflow to the bay (b) Outflow from the bay
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Fig. 7 Conceptual images of projection methods
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multigrid method (Hackbusch, 1985)39) for computing 

the Poisson equation. However, many existing methods 

do not take into consideration coordinate components. 

We confirmed that, by our newly developed method, 

the same flow field can be calculated even when the as-

pect ratio of the computational grid is increased from 1 

to 100.

Fig. 8 shows some computation examples using our 

developed method. Water depth data and observation 

data provided by the Japan Oceanographic Data Cen-

ter40) were used as the input values. The computation 

data by Hayashi et al. (2007)41) is also presented here 

for comparison. These data match well qualitatively 

for the acceleration patterns of the tidal current at 

the strait of the bay. The computational domain is 

88.5 × 96 × 0.16 km. This means the length in the hori-

zontal direction is 600 times greater than the length in 

the vertical direction. If we try to decompose the verti-

cal direction to take detailed computational grids, the 

number of computational grids in existing CFD meth-

ods grows to the order of 1010, increasing the load. In 

this computation, we use grids with a horizontal length 

of 500 m and a vertical length of 5 m, which is achieved 

using our method that is good at a high aspect ratio. 

The number of computational grids was 997,500, and 

the PC (CPU: Intel Xeon E2-2687 W, 3.4 GHz; Memory: 

32 GB) operated for about 48 hours to calculate the 70-

hour transient phenomena.

Finally, Fig. 9 shows a simulation of temperature and 

flow in the Seto Inland Sea where Ehime Works is lo-

cated. As can be seen from the satellite photograph 

(the Geographical Survey Institute42)), the Seto Inland 

Sea is dotted with many islands, and it is famous for 

complex and strong tidal currents caused by the large 

rise and fall of the tide. The method described earlier 

was used to perform large-scale computations of these 

tidal currents.

Conclusion

There is a movement43), 44) to improve computation 

efficiency by 2021 by prompting the shift from CPU 

performance-dependent computing to heterogeneous 

computing, where the CPU and GPU work cooperative-

ly. Thus, the development of hardware and software 

technologies to accelerate computing speed is becom-

ing more and more active. Still, improvement of flow 

simulation is a challenging issue in the 21st century.

In addition, as Kajishima (2014)45) and Menter 

(2020)46) pointed out, it is not realistic to develop new 

technologies using CFD only. Simulation needs to be 

connected to real phenomena using data science and 

mathematical statistics in the future. To that end, faster 

CFD will become increasingly important. We hope our 

efforts, including those in this paper, will help advance 

these technologies.
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